
Finite rank transformation and weak

closure Theorem: II.

Jan Kwiatkowski ∗(Torún) and Yves Lacroix†(Brest)

June 21, 2005

Abstract

Given positive integers (or ∞) r ≥ 2 and m ≥ 1, we construct an ergodic

automorphism T with rank r and # C(T )
wcl{T n;n∈ZZ} = m. Moreover, wcl{T n; n ∈ ZZ}

is uncountable.
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1 Introduction.

Let (X,B, µ, T ) be an ergodic dynamical system and let C(T ) be the metric centralizer of
T . The Weak Closure Theorem [Kin1] asserts that C(T ) = wcl{Tn, n ∈ ZZ}, whenever
r(T ) = 1, where r(T ) is the rank of T. The natural question of the existence of a
relationship between r(T ) and the cardinality q(T ) of the quoutient group C(T )

wcl{T n;n∈ZZ}
in the general case arises.

In [BuKwSi] a class A of group extensions of rank one transformations is defined
such that q(T ) ≥ r(T ) for T ∈ A. Moreover, the difference q(T )− r(T ) takes arbitrarily
large positive values and an uncountable wcl{Tn, n ∈ Z} can be obtained. The reverse
inequality q(T ) ≤ r(T ) holds for T ∈ M (the mixing automorphisms, [Kin2]) and
for T ∈ B, where B is the class of automorphisms defined in [ChKaMFRa]. More
precisely, if T ∈ B then q(T ) = 2 and r(T ) can be arbitrarily large [BuKwSi]. Each
automorphism T ∈ B has a discrete part in its spectrum (from this point of view
the classes M and B are far from each other). However for T ∈ B or T ∈ M the
powers {Tn, n ∈ Z} of T form an isolated set in C(T ). Therefore in both cases one
has wcl{Tn, n ∈ Z} = {Tn, n ∈ Z}. So it still remains interesting to find examples
of automorphisms T such that q(T ) ≤ r(T ), r(T ) − q(T ) is arbitrarily large and
wcl{Tn, n ∈ Z} is uncountable.

In this paper we obtain stronger results. We construct a class of ergodic automor-
phisms T such that wcl{Tn, n ∈ Z} is uncountable, and r(T ) = r, q(T ) = m for
arbitrary 2 ≤ r ≤ ∞ and 1 ≤ m ≤ ∞, (r,m) 6= (∞,∞). Our examples lie in the class
of group extensions determined by r-Toeplitz sequences. The investigation of ergodicity
and the metric centralizer relies on Newton’s functional equation [New] and is carried
out partially on a metric group extension representation of the system. Investigating the
rank (and partly the centralizer too) we use a shift representation of those extensions.

2 Preliminaries.

2.1 Notations and definitions.

Let (X,B, µ) be a Lebesgue space and T a measure-preserving invertible ergodic trans-
formation of (X,B, µ). By the centralizer (metric) of T we mean the set of all measure-
preserving automorphisms of (X,B, µ) which commute with T and we denote it by C(T ).
Then C(T ) is a topological group with the standard composition of the transformations
and with a topology (called the weak topology) defined as follows: {Sn}n∈IN ∈ C(T )
converges to S ∈ C(T ) if for every A ∈ B

µ(SnA4SA) −→ 0.

We shall indicate this convergence by Sn ⇀ S.
With this topology, C(T ) is metric, complete. By wcl{Tn, n ∈ ZZ} we mean the

weak closure of the powers of T in C(T ). We say that a sequence of sets A1, . . . , Ak ∈ B
is a T -tower if these sets are pairwise disjoint and TAi = Ai+1, i = 1, . . . , k − 1.

An ε-partition of X is a finite collection of measurable disjoint sets which covers X
up to ε in measure. The rank of a dynamical system (X,B, µ, T ) is the smallest positive
integer r = r(T ) such that there exists a sequence (Pn), each Pn an εn-partition, εn ↓ 0,
such that Pn (as a set) is a union of r T -towers. If such a positive integer does not exist
then we say that r(T ) = ∞.

Suppose now that G is a compact metric abelian group and ϕ : X −→ G is a
measurable function which we will call a cocycle. The G-extension of (X,B, µ, T ) given
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by the cocycle ϕ is the dynamical system Xϕ = (X × G,B × BG, µ × ν, Tϕ), where BG

is the Borel σ-algebra in G, ν is the normalized Haar measure on G and

Tϕ(x, g) = (Tx, g + ϕ(x))

for x ∈ X, g ∈ G. It is well known [Par] that for ergodic (X,B, µ, T )

Theorem A Tϕ is ergodic iff the functional equation

f(Tx)
f(x)

= γ(ϕ(x))(1)

has no measurable solutions f : X −→ K for any nontrivial character γ of G (K is the
unit complex circle).

It is known (see [New] for the definition) that if (X,B, µ, T ) is a canonical factor
of Tϕ (for example if T is with discrete spectrum) then, assuming that Tϕ is ergodic,
C(Tϕ) is given by the triples (S, f, τ), where S ∈ C(T ), f : X → G is measurable and
τ is a group automorphism of G such that

f(Tx)− f(x) = ϕ(Sx)− τ(ϕ(x)).(2)

This means that every element R ∈ C(Tϕ) is of a form

R(x, g) = (Sx, τ(g) + f(x)).(3)

In such a case we write R ∼ (S, f, τ). The following property is proved in [LeLi] and
[LeLiTh], using Theorem A.

Theorem B If Rn, R ∈ C(Tϕ) and Rn ∼ (Sn, fn, id), R ∼ (S, f, id) then Rn ⇀ R iff
Sn ⇀ S and fn −→ f in measure µ.

Let σa : X ×G −→ X ×G be given by the formula

σa(x, g) = (x, g + a), a ∈ G.(4)

Then σa ∈ C(Tϕ), σa ∼ (id, a, id). For every integer n, (Tϕ)n is given by the formula

(Tϕ)n(x, g) = (Tnx, g + ϕ(n)(x)),(5)

where

ϕ(n)(x) =
{

ϕ(x) + . . . + ϕ(Tn−1x), if n ≥ 0
−ϕ(T−1x)− . . .− ϕ(Tnx), if n < 0(6)

Then it follows from Theorem B that

Corollary 1 (Tϕ)nk ⇀ σa in C(Tϕ) iff Tnk ⇀ id in C(T ) and ϕ(nk) −→ a in measure.

2.2 Sequences and blocks.

A finite sequence B = (B[0], . . . , B[k − 1]), B[i] ∈ G, 0 ≤ i ≤ k − 1, k ≥ 1, is called
a block over G. The number k is called the length of B and is denoted by |B|. If
C = (C[0], . . . , C[n − 1]) is another block then the concatenation of B and C is the
block

BC = (B[0], . . . , B[k − 1], C[0], . . . , C[n− 1]).
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Inductively we define the concatenation of an arbitrary number of blocks. By Bg, g ∈ G,
we will denote the block

Bg = (B[0] + g, . . . , B[k − 1] + g)

and by B[i, s] (0 ≤ i ≤ s ≤ k − 1) the block

B[i, s] = (B[i], . . . , B[s]).

Assume that
B = B(0) . . . B(r − 1)

is a concatenation of r blocks B(0), . . . , B(r − 1) having the same lengths and

C = C[0] . . . C[rm− 1]

for some m ≥ 1. We define the product B
r× C of B and C as follows:

B
r× C =(7)

BC[0](0)...BC[r−1](r − 1)BC[r](0)...BC[2r−1](r − 1)BC[r(m−1)](0)...BC[rm−1](r − 1).

Then

|B r× C| = |B||C|
r

= |B(i)|rm, for every i = 0, . . . , r − 1.

Let Ω by the space of all bi-infinite sequences over G. If ω ∈ Ω or ω is a one-
sided infinite sequence over G then ω[i, s], i ≤ s, denotes the block (ω[i], . . . , ω[s]). A
block B is said to occur at place i in ω (resp. in a block C, |C| = n, if |B| ≤ n) if
ω[i, i + |B| − 1] = B (resp. C[i, i + |B| − 1] = B). The frequencies of B in C or ω are
the numbers

fr(B,C) = |C|−1#{0 ≤ i ≤ |C| − |B|; B occurs at place i in C},

fr(B,ω) = lim
s→∞

fr(B, ω[0, s− 1]),

if this limit exists.
For an infinite subsequence of ω, E = {ω[n], n ∈ I ⊂ ZZ} (resp. E = {ω[n], n ∈ I ⊂

IN}), we call the density of E the density of the set I in ZZ (resp. in IN), whenever it
exists. Let δ > 0. We say that B δ-occurs at place i in C (resp. in ω) if

d(B, C[i, i + |B| − 1]) < δ ( resp. d(B, ω[i, i + |B| − 1]) < δ),

where
d((x1, . . . , xn), (y1, . . . , yn)) = n−1#{i; xi 6= yi}

(d is called the normalized Hamming distance or d-bar distance between sequences). We
will say also that B δ-occurs on the fragment ω[i, i + |B| − 1] of ω.

We will use the following elementary properties of the distance d;

d(B
r× C, B

r× D) = d(C, D) (see (7)),(8)

d(Bg, Cg) = d(B, C),(9)
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d(A1A2, B1B2) =
|A1|

|A1|+ |A2|d(A1, B1) +
|A2|

|A1|+ |A2|d(A2, B2),(10)

where |A1| = |B1|, |A2| = |B2|.
If D1 ⊂ D (D1 is a subblock of D) and C1 ⊂ C, |D1| = |C1|, both appearing in the

corresponding same positions, then

d(D, C) ≥ |D1|
|D| d(D1, C1).(11)

d(A1A2 . . . As, B1B2 . . . Bs) =
1
s

s∑

i=1

d(Ai, Bi)(12)

if |A1| = |A2| = . . . = |As| = |B1| = . . . = |Bs|.
By Tσ we denote the left shift homeomorphism of Ω. If ω ∈ Ω then O(ω) denotes

the Tσ-orbit of ω and Ωω the Tσ-orbit closure of ω in Ω. The Tσ-orbit closure Ωω is
well-defined if ω is a one-sided sequence. Namely, we first let ♦ /∈ G be an additional
symbol. Then we let ω♦ denote the bi -infinite sequence which agrees with ω at positive
coordinates and has only squares appearing at the negative ones. Then we say that
a bi-infinite y belongs to Ωω if there exists ni → +∞ such that Tni

σ ω → y in Ω (the
convergence is for all coordinates of y, and the limiting element y does not contain any
more squares). The topological flow (Ωω, Tσ) is called minimal if there is no non -trivial
closed and Tσ-invariant subset of Ωω. We say that (Ωω, Tσ) is uniquely ergodic if there
is a unique borelian normalized Tσ-invariant measure µω on Ωω. Then (Ωω, Tσ) is said
to be strictly ergodic if it is minimal and uniquely ergodic. Suppose (Ωω, Tσ) is strictly
ergodic. The unique Tσ-invariant measure µω is determined by the condition

µω(B) = fr(B,ω)

for each block B. In this case the definition of the rank can be expressed as follows.
We say that (Ωω, Tσ, µω) is of rank at most r if for any δ > 0 and every n, there

exist r blocks B1, . . . , Br, |Bi| ≥ n, such that for all N large enough, for any s ∈ IN ,
the fragment ω[s, s + N − 1] has a form

ω[s, s + N − 1] = ε1W1ε2W2 . . . εkWkεk+1,

where |ε1|+ . . . + |εk|+ |εk+1| < δN and the distance d between Wj and some Bm, j =
1, . . . , k, 1 ≤ m ≤ r, is less than δ. The system (Ωω, Tσ, µω) is of rank r if it is of rank
at most r and not of rank at most r − 1.

2.3 Adding machines and r-Toeplitz cocycles.

Now, let T : (X,B, µ) −→ (X,B, µ) be a {pt}-adic adding machine i.e.

pt+1 = λt+1pt, λ0 = p0, λt ≥ 2 for t ≥ 0,

X = {x =
∞∑

t=0

qtpt−1; 0 ≤ qt ≤ λt − 1, p−1 = 1}

is the group of {pt}-adic integers and Tx = x + 1̂, where

1̂ = 1 + 0p1 + 0p2 + . . . .
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The space X has a standard sequence {ξt}t≥0 of T -towers. Namely

ξt = (Dt
0, . . . , D

t
pt−1),

where
Dt

0 = {x ∈ X; q0 = . . . = qt = 0}, Dt
s = T s(Dt

0)

for s = 1, . . . , pt − 1. We have X =
pt−1⋃

i=0

Dt
i . Then ξt+1 refines ξt and the sequence of

partitions {ξt}t≥0 converges to the point partition.
We will define a special class of cocycles ϕ : X −→ G that are determined by Toeplitz

sequences over G.
Let r ≥ 2 be an integer, and assume that b0, b1, . . . are finite blocks over G with

|bt| = λtr, λt ≥ 2, such that bt[0, r − 1] = (0, . . . , 0︸ ︷︷ ︸
r−times

). We shall introduce a particular

sequence (pt), and some new blocks (Bt).
We can write

bt = bt(0) . . . bt(r − 1), |bt(i)| = λt, i = 0, . . . , r − 1.(13)

Define another sequence of blocks {Bt} letting

B0 = b0, Bt+1 = Bt
r× bt+1, t ≥ 0.(14)

Then we have
|Bt| = rmt = pt; mt = λ0 . . . λt(15)

and we can represent Bt as

Bt = Bt(0) . . . Bt(r − 1), |Bt(i)| = mt, i = 0, . . . , r − 1.(16)

Moreover
Bt+1[0, pt − 1] = Bt.(17)

Now we can define a cocycle ϕ by

ϕ(x) = Bt[i + 1]−Bt[i](18)

if x ∈ Dt
i except of i = mt− 1, 2mt− 1, . . . , pt− 1. Let us observe that ϕ is well defined.

Such a cocycle is called r-Toeplitz cocycle. For every t ≥ 0, ϕ is constant on the levels
of ξt except of r levels.

The sequence {Bt}t≥0 determines a one-sided sequence ω as follows:

ω[0, pt − 1] = Bt, t = 0, 1, . . . .(19)

The condition (17) guarantees that ω is well defined.
It is not hard to show that the condition

fr(g, bt) ≥ ρ > 0 (if G is finite)(20)

for every g ∈ G and t = 0, 1. . . ., implies that the system (Ωω, Tσ) is strictly ergodic.
Then using (19), (20), and arguments as in [Lem], we deduce that the dynamical systems
(Ωω, Tσ, µω) and (X ×G,Tϕ, µ× ν) are metricaly isomorphic when Tϕ is ergodic.
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The group extensions defined by r-Toeplitz cocycles shall be called r-Toeplitz exten-
sions.

In the sequel we will write

ω = b0
r× b1

r× b2
r× . . . .

Except of ω we need the sequences ωt, t ≥ 0, defined by

ωt = bt
r× bt+1

r× . . . .(21)

3 Examples of r-Toeplitz extensions.

In this part, given r ≥ 2 and m ≥ 1, we define r-Toeplitz group extensions having
cardinality of the quotient group C(Tϕ)/wcl{Tn

ϕ ; n ∈ ZZ} equal to m.

3.1 The case r ≥ 2, m ≥ 2.

Let G = ZZ/mZZ = {0, . . . , m− 1}. Define

F (i) =

r(2i+2−1)︷ ︸︸ ︷
00 . . . 0

r︷ ︸︸ ︷
0 . . . 0 1︸︷︷︸

i+1

0 . . . 0, i = 0, . . . , r − 1;

H(i) = F
(i)
0 F

(i)
1 . . . F

(i)
m−1.

We have |H(i)| = mr2i+2. Next define

bt(0) = H(0)H(0) . . .H(0)︸ ︷︷ ︸
x0−times

bt(1) = H(1)H(1) . . .H(1)︸ ︷︷ ︸
x1−times

...

bt(r − 1) = H(r−1)H(r−1) . . .H(r−1)︸ ︷︷ ︸
xr−1−times

where
xi = 2t+r−1−i, 0 ≤ i ≤ r − 1,

and
bt = bt(0) . . . bt(r − 1), t ≥ 0.

Then we have

λt = |bt(i)| = mr2t+r+1, for i = 0, . . . , r − 1 (see (13))

and
|bt| = mr22t+r+1.

Now define the blocks Bt, t ≥ 0, by (14) and the cocycle ϕ by (18). Then from (15)

pt = |Bt| = mt+1r2t2r+1(2t+1 − 1), t ≥ 0.
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3.2 The case r ≥ 2, m = 1.

Let G = ZZ/nZZ = {0, . . . , n− 1}, n ≥ 4. Then define

F (i) =

3r︷ ︸︸ ︷
00 . . . 0

r︷ ︸︸ ︷
0 . . . 1︸︷︷︸

i+1

0 . . . 0,

H(i) = F
(i)
0 F

(i)
1 . . . F

(i)
n−1,

and
bt(i) = H(i)H(i) . . . H(i)︸ ︷︷ ︸

x−times

, x = 2t.

Next set
bt = bt(0) . . . bt(r − 1),

Bt = b0
r× b1

r× . . .
r× bt, t ≥ 0

and define ϕ by (18). In this case we have

λt = rn2t+2 = |bt(i)|, |bt| = r2n2t+2, for i = 0, 1 . . . , r − 1 and t ≥ 0.

3.3 Ergodicity and the metric centralizer.

Theorem 1 Tϕ is ergodic.

Proof. We will prove ergodicity of Tϕ in both cases 3.1 and 3.2. Assume that there
exists a measurable function f : X −→ K satisfying (1). Then (see (5), (6))

f(Tnx)
f(x)

= γ(ϕ(n)(x))(22)

for µ-a.e. x ∈ X and every n ∈ ZZ.
In particular (22) holds for n = pt, t = 0, 1 . . .. The measurability of f and the fact

that ξt −→ ε (the partition into points) in X imply

γ(ϕ(pt)(x)) = 1(23)

except of a subset of measure εt and εt −→ 0.
Let x ∈ Dt+1

j , 0 ≤ j ≤ pt+1 − 1. We can represent j as

j = upt + vmt + ρ,(24)

where 0 ≤ u ≤ λt+1 − 1, 0 ≤ v ≤ r − 1, 0 ≤ ρ ≤ mt − 1 (see (15)).
It follows from (18) (with t := t + 1) that

ϕ(pt)(x) = Bt+1[j + pt]−Bt+1[j](25)

except j for which u = u1 = λ
r − 1, . . . , u = ur = rλ

r − 1 = λ− 1, λ = λt+1. At the same
time we have

Bt+1[j] = b[ur + v] + Bt(v)[ρ], b = bt+1 (see (14), (16)).

Then (25) can be rewritten as

ϕ(pt)(x) = b[(u + 1)r + v]− b[ur + v], u 6= u1, . . . , ur.(26)
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The last equality and (23) imply that

γ(c[q]) = 1, (q = ur + v)(27)

for q ∈ Vt ⊂ {0, 1, . . . , rλt+1 − 1} #Vt

rλt+1
≥ 1− εt − 2

λt+1
, where c = ct is given by

c[q] := b[q + r]− b[q], q = 0, . . . , rλ− r − 1.

Further the blocks c = ct have the following forms:

c =

(mx0−1)−times︷ ︸︸ ︷
E(0) . . . E(0) L(0)

(mx1−1)−times︷ ︸︸ ︷
E(1) . . . E(1) L(1) . . .

(mxr−1−1)−times︷ ︸︸ ︷
E(r−1) . . . E(r−1)(28)

where

E(0) =

2r︷ ︸︸ ︷
0 . . . 0

r︷ ︸︸ ︷
10 . . . 0

r︷ ︸︸ ︷
01 . . . 1, |L0| = r,

E(1) =

6r︷ ︸︸ ︷
0 . . . 0

r︷ ︸︸ ︷
010 . . . 0

r︷ ︸︸ ︷
101 . . . 1, |L1| = r,

...

E(r−1) =

(2r+1−2)r︷ ︸︸ ︷
0 . . . 0

r︷ ︸︸ ︷
0 . . . 01

r︷ ︸︸ ︷
1 . . . 10, |L(r−2)| = r,

in the case 3.1. In the case 3.2 we have

c =

(nx−1)−times︷ ︸︸ ︷
E(0) . . . E(0) L(0)

(nx−1)−times︷ ︸︸ ︷
E(1) . . . E(1) L(1) . . .

(nx−1)−times︷ ︸︸ ︷
E(r−1) . . . E(r−1)(29)

where

E(0) =

2r︷ ︸︸ ︷
0 . . . 0

r︷ ︸︸ ︷
10 . . . 0

r︷ ︸︸ ︷
01 . . . 1, |L0| = r,

E(1) =

2r︷ ︸︸ ︷
0 . . . 0

r︷ ︸︸ ︷
010 . . . 0

r︷ ︸︸ ︷
101 . . . 1, |L1| = r,

...

E(r−1) =

2r︷ ︸︸ ︷
0 . . . 0

r︷ ︸︸ ︷
0 . . . 01

r︷ ︸︸ ︷
1 . . . 10, |L(r−2)| = r.

In both cases 1 appears in c with frequency > 1
r2r+2 for each t ≥ 0. Then (27) implies

γ(1) = 1 so γ is trivial. We have proved that Tϕ is ergodic.

3.4 The centralizer of Tϕ.

The pt-adic adding machine (X,B, µ, T ) is a canonical factor of the group extension
(X × G,B × BG, µ × ν, Tϕ). Then C(Tϕ) is described in 2.1. We can distinguish the
following subgroups of C(Tϕ) :

C1 = wcl{Tn
ϕ ; n ∈ ZZ}

C2 = {σa ◦ S̃; S̃ ∈ C1 and a ∈ G},
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C3 = {R ∼ (S, f, τ); τ = id}.
Of course C1, C2, C3 are closed subgroups of C(Tϕ) and

C1 ⊂ C2 ⊂ C3 ⊂ C(Tϕ).

We prove in Lemmas 1 and 2 that C(Tϕ) reduces to C2 when ϕ is the r-Toeplitz
cocycle defined in 3.1 or in 3.2.

In the sequel n means the same n as the one defined in 3.2 if this case is considered,
and n := m if the case 3.1 is considered.

Lemma 1 C(Tϕ) = C3.

Proof. Take R as in (3). Then the triple (S, f, τ) satisfies (2). Putting x := Tx, . . . , T pt−1x
in (2) and summing we obtain

f(T ptx)− f(x) = ϕ(pt)(Sx)− τ(ϕ(pt)(x))(30)

for µ-a.e. x ∈ X and each t ≥ 0. Using the same arguments as in the proof of Theorem
1 we get from (30)

ϕ(pt)(Sx)− τ(ϕ(pt)(x)) = 0(31)

for x ∈ Xt and µ(Xt) −→ 1.
Further we know [New] that there exists q0 ∈ X such that

S(x) = x + g0, x ∈ X.

Let

g0 =
∞∑

t=0

utpt−1, 0 ≤ ut ≤ λt − 1, t ≥ 1 and 0 ≤ u0 ≤ λ0r − 1.

Fix t and consider (31) on the tower ξt+1. Let jt =
t∑

j=0

ujpj−1. Then (see (24))

jt = v0mt + ρ0, jt+1 = u0pt + v0mt + ρ0, u0 = ut+1.

If x ∈ Dt+1
j , 0 ≤ j ≤ pt+1 − 1, then Sx ∈ Dt+1

j+jt+1
, where j + jt+1 is taken mod

pt+1. We can write

j + jt+1 = ūpt + v̄mt + ρ̄, 0 ≤ ū ≤ λ− 1, 0 ≤ v̄ ≤ r − 1, 0 ≤ ρ̄ ≤ mt − 1.

Let us denote (use (24) for j)

q0 =
{

u0r + v0 if ρ = 0, . . . ,mt − ρ0 − 1,
u0r + v0 + 1 if ρ = mt − ρ0, . . . , mt − 1,

and q = ur + v, q̄ = ūr + v̄. Then q̄ = q + q0 (mod rλt+1). Thus (26) and (31) give

c[q + q0] = τ(c[q]) if q ∈ Vt ⊂ {0, 1, . . . , rλt+1 − 1}(32)

and 1
λt+1

#Vt −→ 1. Analysing the sequences (28) and (29) it is easy to observe that
they do not satisfy (32) with any q0 whenever τ 6= id (i.e. τ(1) 6= 1). The Lemma is
proved.
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Lemma 2 C(Tϕ) = C2.

Proof. Let R ∼ (S, f, id) ∈ C3. Then (32) means

c[q + q0] = c[q], q ∈ Vt.

The last condition implies

q0(t) = q0 = 2r+1rmw, w = wt,(33)

in the case 3.1 and
q0(t) = q0 = 4rnw, w = wt,(34)

in the case 3.2, where 0 ≤ w ≤ r2t+1 − 1 (see again (28) and (29)). Moreover

min(
q0(t)
λt+1

, 1− q0(t)
λt+1

) −→ 0.

The above condition implies

min(
jt

pt
, 1− jt

pt
) −→ 0.

Assume that jt

pt
−→ 0 along some subsequence of t. It follows from the definition of

the pt-adic adding machine that
T jt ⇀ S.(35)

Now we will prove that there exists a ∈ G such that

ϕ(jt) −→ f + a(36)

in measure µ.
The function f satisfies the condition (see (2) with τ = id)

f(Tx)− f(x) = ϕ(Sx)− ϕ(x).

The measurability of f and ξt −→ ε imply that there exists at ∈ G such that the
functions ft defined by

ft(y) = at + ϕ(i)(Sx)− ϕ(i)(x), y ∈ Dt
i , y = T ix, x ∈ Dt

0,(37)

i = 0, . . . , pt − 1,

satisfy the condition
ft −→ f in measure µ.

We can assume that at = b. We can rewrite (37) as

ft(y) = b + ϕ(i)(Sx)− ϕ(i)(T jtx) + ϕ(i)(T jtx)− ϕ(i)(x).

Further we have (see (6))

ϕ(i)(T jtx)− ϕ(i)(x) = ϕ(jt)(T ix)− ϕ(jt)(x).(38)

Because of jt < mt then ϕ(jt)(x) = bt for all x ∈ Dt
0. Assuming again bt = b1 we can

write (38) as
ϕ(i)(T jtx)− ϕ(i)(x) = ϕ(jt)(y)− b1
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and (37) as
ft(y) = b2 + ϕ(jt)(y) + ϕ(i)(Sx)− ϕ(i)(T jtx).(39)

Assume that
x ∈ Dt+1

upt
, 0 ≤ u ≤ λt+1 − 1.

Then
T jtx ∈ Dt+1

upt+jt
and Sx ∈ Dt+1

(u+u0)pt+jt
,

where u0 = q0
r .

For i ≤ pt − jt − 1, i = vmt + ρ and u 6= u1, . . . , ur we have

ϕ(i)(T jtx) = Bt+1[upt + jt + i]−Bt+1[upt + jt] = bt+1[ur + v]− bt+1[ur]

and
ϕ(i)(Sx) = Bt+1[(u + u0)pt + jt + i]−Bt+1[(u + u0)pt + jt]

= bt+1[(u + u0)r + v]− bt+1[(u + u0)r]

Thus

ϕ(i)(Sx)− ϕ(i)(T jtx) = (b[q + q0]− b[q])− (b[ur + q0]− b[ur]), q = ur + v.

Then (33) and (34) imply
ϕ(i)(Sx)− ϕ(i)(T jtx) = 0(40)

except of a set of measure ≤ r
λt

+ jt

pt
.

Now (39) and (40) imply (36) with a = −b2. Notice that (35) and (36) and Theorem
B imply

T jt
ϕ ⇀ R ◦ σa.

This proves the Lemma.

To prove that # C(Tϕ)
wcl{T n

ϕ ;n∈ZZ} = m in case 3.1 it is sufficient to show that σa /∈ C1

whenever a ∈ ZZm, a 6= 0. In the case 3.2 we will prove that σa ∈ C1 for every a ∈ ZZn

what implies

#
C(Tϕ)

wcl{Tn
ϕ ; n ∈ ZZ} = 1.

To do this we need estimations of the d-distance between blocks occurring in ω and
ωt, t ≥ 0.

3.5 d-bar distance between blocks.

The sequence ω = b0
r× b1

r× . . . is a concatenation of the blocks of the form

Ek(t) = Bt
r× ēk, E

(s)
k (t) = Bt

r× ē
(s)
k , k ∈ ZZn, s = 0, . . . , r − 1,

where ēk = (

r︷ ︸︸ ︷
k, . . . , k), ē

(s)
k = (

r︷ ︸︸ ︷
k, . . . , k, k + 1︸ ︷︷ ︸

sth place

, k, . . . , k).

The sequence ωt = bt
r× bt+1

r× . . . is a concatenation of the blocks of the form

ek(t) = bt
r× ēk, e

(s)
k (t) = bt

r× ē
(s)
k .
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The blocks Ek = Ek(t), E
(s)
k = E

(s)
k (t) are called t-symbols and the blocks ek =

ek(t), e
(s)
k = e

(s)
k (t) are called ”small” t-symbols. Each fragment ω[kpt, (k + 1)pt − 1] of

ω, k ∈ ZZ, is a t-symbol, and ωt[kλtr, (k+1)λtr−1] is a ”small” t-symbol. The positions
[kpt, (k +1)pt−1] and [kλtr, (k +1)λtr−1] will be called the natural positions in ω and
ωt respectively.

We will examine d-bar distance between the blocks mentioned above or between
their special fragments. In particular, we will examine the pairs

bk(i)bk(i + 1), bk(i)bk+1(i + 1), bk+1(i)bk(i + 1),

for i = 0, . . . , r − 2 and k ∈ ZZn and

bk(r − 1)bk(0), bk(r − 1)bk+1(0).

Proposition 1 Let
{

I = bt
0(i)[0, λt − j − 1], j ≤ 1

2λt,
II = bt

k(i′)[j, λt − 1], k ∈ ZZn, i, i′ = 0, . . . , r − 1, t ≥ 0.
(41)

If

d(I, II) <
1

r2r+2
(42)

then i′ = i and
j = (n− k)r2i+2 + anr2i+2, a ≥ 0 if 3.1 holds,(43)

j = (n− k)r4 + anr4, a ≥ 0, if 3.2 holds.(44)

Proof. It is easy to observe that if i′ 6= i or i′ = i and (43) (or (44) in the case 3.2)
does not hold then every subblock F

(i)
k of I differs from the corresponding fragment in

II at least in one position. Since j ≤ 1
2λt

, this would imply the converse inequality in
(42).

In the Propositions 2-6 the blocks bt
k(i) = bk(i), k ∈ ZZn, 0 ≤ i < r, are those

defined in 3.1.

Proposition 2 Let
I = b0(0) . . . b0(r − 1)[0, rλt − j − 1],

II = bk(0) . . . bk(r − 1)[j, rλt − 1],

j ≤ 1
2
rλt, k ∈ ZZn.

If

d(I, II) <
1

r22r+3
(45)

then j ≤ 1
2λt, k = 0, and

j ≡ 0 (mod nr2r+1).(46)

Proof. If j > 1
2λt then we can find subblocks I1 of I and II1 of II such that II1 is

under I1 (see Figure 1) having the form (41) with different j′s and with i′ 6= i.
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Figure 1

II

. . . . . . . . .

. . . . . . . . .

I

j

bk(0) bk(1) bk(r − 1)

b0(0) b0(1) b0(r − 1)

II1

I1

It follows from the Proposition 1 that d(I1, II1) ≥ 1
r2r+2 and using (11) we obtain

d(I, II) ≥
1
2λt

rλt
d(I1.II1) ≥ 1

r22r+3
.

in spite of (45). Therefore j ≤ 1
2λt.

It follows from (11) and (45) that

d(Ii, IIi) <
1

r2r+2
for i = 0, . . . , r − 1,(47)

where
Ii = b0(i)[0, λt − j − 1], IIi = bk(i)[j, λt − 1].

Then (47) implies (43) to hold for each i = 0, . . . , r− 1. In particular taking i = 0, 1
we get

−kr4 + 2kr4 = a1nr4.

Thus k = 0 in ZZn. The Proposition is proved.

Proposition 3 Let

I = bk(i)bk+1(i + 1)[0, 2λ− j − 1], j ≤ 1
2
λ; λ = λt,

II = bk1(i)bk2(i + 1)[j, 2λ− 1], i = 0, . . . , r − 2, k, k1, k2 ∈ ZZn

and k2 = k1 + 1 or k2 = k1 − 1.
If

d(I, II) <
1

r2r+4
(48)

then
(k1k2) = (k, k + 1) or (k1k2) = (k + 4, k + 3) if n ≥ 3(49)

and
(k1k2) = (k, k + 1) if n = 2.(50)
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Proof. It follows from (48) and (11) that

d(I1, II1) <
1

r2r+2

and
d(I2, II2) <

1
r2r+2

,

where
I1 = bk(i)[0, λ− j − 1], II1 = bk1(i)[j, λ− 1],

I2 = bk+1(i + 1)[0, λ− j − 1], II2 = bk2(i + 1)[j, λ− 1].

Now, we apply the Proposition 1. It follows from (43) that

k − k1 = 2(k + 1− k2) (mod n).

The above condition implies (49) and (50).

Proposition 4 Let

Ik = bk(r − 1)bk(0)[0, 2λ− j − 1] or I ′k = bk(r − 1)bk+1(0)[0, 2λ− j − 1],

II = bk1(r − 1)bk2(0)[j, 2λ− 1], k, k1, k2 ∈ ZZn, j ≤ 1
2
λt,

and
k2 = k1 or k2 = k1 + 1.(51)

If

d(I, II) <
1

r2r+4
, I = Ik or I ′k,

then
k1 = k2 = k if I = Ik and k1 = k, k2 = k + 1 if I = I ′k(52)

whenever
(2r−1 − 1, n) > 1,(53)

and there is a unique l ∈ ZZn such that




(k1k2) = (kk) or (k1k2) = (l, l + 1) and l satisfies
l(2r−1 − 1) = (2r−1 − 1)k + 1 in ZZn if I = Ik,
and
(k1k2) = (k, k + 1) or (k1k2) = (ll) and l satisfies
l(2r−1 − 1) = (2r−1 − 1)k − 1 in ZZn if I = I ′k,

(54)

whenever
(2r−1 − 1, n) = 1.(55)

Proof. Using the same arguments as in the proof of the Proposition 3 we obtain from
(43)

(k1 − k)2r−1 = k − k2 (mod n) if I = Ik

and
(k1 − k)2r−1 = k − k2 + 1 (mod n) if I = I ′k.

The above, (51), (53) and (55) imply (52) and (54) respectively.

The next Proposition is an easy consequence of (9) and the definition of the blocks
b(0), . . . , b(r − 1).
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Proposition 5 Let

Il = bl(i)[0, λt − j − 1], IIk = bk(i)[j, λt − 1],

j ≤ 1
2
λt, k, l ∈ ZZn, 0 ≤ i ≤ r − 1.

If j ≡ 0 (mod nr2r+1) and k 6= l then

d(Il, IIk) = 1.

Proposition 6 Let

I = bt
r× C, II = bt

r× D[j, j + λt|D| − 1], 0 ≤ j ≤ rλt − 1,

where |C| ≥ 3r, |D| = |C|+r, C, D ⊂ ωt+1 (see (21)) and C = ωt+1[pr, pr+|C|−1], D =
ωt+1[qr, qr + |D| − 1]. If

d(I, II) < δ, δ <
1

3r22r+3
,(56)

then either
j < δr2r+1λt and d(C, D1) < δ(57)

or
rλt − δr2r+1λt < j ≤ rλt and d(C, D1) < δ,(58)

where
D1 = D[0, |D| − r − 1] if j ≤ 1

2
rλt,

D1 = D[r, |D| − 1] if j >
1
2
rλt.

Proof. We can represent C and D as

C = C1C2 . . . Cs, D = D1D2 . . . DsDs+1,

where
|C1| = . . . = |Cs| = |D1| = . . . = |Ds| = |Ds+1| = r, s ≥ 3,

and every C1, . . . , Cs, D1, . . . , Ds+1 is equal to one of the blocks ēk, ē
(v)
k , k ∈ ZZn, v =

0, . . . , r − 1 (see 3.5). Assume that j ≤ 1
2rλt. Using (12) we get

d(I, II) =
1
s

s∑
p=1

(b
r× Cp, Ap),(59)

where
Ap = (b

r× Dp)(b
r× Dp+1)[j, j + rλt − 1].

Then (56) implies that

d(b
r× Cp, Ap) <

1
3r22r+3

for at least one p. Using the same arguments as in the proof of the Proposition 2 we
obtain j ≤ 1

2λt.
Let

Q = {1 ≤ p ≤ s, Cp and Dp are equal ēk, ēl for some k, l ∈ ZZn}.
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It follows from the definitions of ω, ωt and bt′s that

#Q ≥ 1
3
s.

This inequality, (56), and (59), imply

1
|Q|

∑

p∈Q

d(b
r× Cp, Ap) <

1
r22r+3

.

Now we conclude that there is at least one p ∈ Q such that

d(b
r× Cp, Ap) <

1
r22r+3

.

It follows from the Proposition 2 that j ≡ 0 (mod nr2r+1).
Now, using (10) and (12) again we get (see Figure 2)

d(I, II) =
1
r

r−1∑

i=0

1
s
((1− j

λt
)

s∑
u=1

d(Lui,Mui) +
j

λt

s∑
u=1

d(L̄ui, M̄ui)),(60)

where
Lui = bt

Cu[i](i)[0, λt − j − 1], Mui = bt
Du[i](i)[j, λt − 1],

L̄ui = bt
Cu[i](i)[λt − j, λt − 1], M̄ui = bt

Du[i](i + 1)[0, j − 1].

Figure 2

bt
D1[0](0) bt

D1[1](1) bt
D1[r−1](r − 1)

bt
C1[0](0) bt

C1[1](1) bt
C1[r−1](r − 1)

M10

λt − jj

M̄10 M11 M̄11

L10 L̄10 L11 L̄11

II ∼

I ∼

It is not hard to remark that if j 6= 0

d(L̄ui, M̄ui) ≥ 1
r2r+1

(61)

for every u and i, 1 ≤ u ≤ s, 0 ≤ i ≤ r − 1. Let

a = #{0 ≤ k ≤ |C| − 1, C[k] 6= D[k]}.
Then using the Proposition 5, (60) and (61) we get

δ > d(I, II) ≥ a

|C| (1−
j

λt
+

j

λt

1
r2r+1

).(62)
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The above gives

δ >
a

|C| (1−
j

λt
) ≥ a

|C|
1
2

and then a
|C| < 2δ. This inequality, (56) and (62) imply

δ >
a

|C| +
j

λt
(

1
r2r+1

− a

|C| ) >
a

|C| +
j

λt
(

1
r2r+1

− 2δ) >
a

|C| = d(C,D1).

We have obtained the second inequality of (57). To get the first inequality of (57)
we use (62) to obtain

δ >
j

λt

1
r2r+1

.

This implies (57). We have proved the Proposition if j ≤ 1
2rλt. The case 1

2rλt < j < rλt

leads to (58) in a similar way. The Proposition is proved.

Proposition 7 Let

I = Bt
r× C, II = Bt

r× D[j, j + mt|D| − 1], 0 ≤ j ≤ pt − 1,

where C and D satisfy the same conditions as in the Proposition 6. If

d(I, II) < δ, δ <
1

3r22r+3
,

then either
j < δr2r+pt and d(C, D1) < δ

or
pt − δr2r+1pt < j < pt and d(C,D1) < δ

where
D1 = D[0, |D| − r − 1] if j ≤ 1

2
pt,

and
D1 = D[r, |D| − 1] if r >

1
2
pt.

Proof. We use an induction argument and can repeat the proof of Lemma 3 from
[FiKw] using (8), (9) and the Proposition 6 instead of Lemma 2 from [FeKw].

3.6 d-bar distance between blocks - the case 3.2.

Using the same methods as in 3.5 we can estimate the distance between blocks bt
k(i)

and Bt
k(i), i = 0, . . . , r − 1, k ∈ ZZn, t ≥ 0, defined in the case 3.2.

As an easy consequence of the Proposition 1 we get

Proposition 8 Let

Il = bl0(0) . . . blr−1(r − 1)[0, rλt − j − 1],

IIk = bk0(0) . . . bkr−1(r − 1)[j, rλt − 1],
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j ≤ 1
2rλt, where (l0, . . . , lr−1) (resp. (k0, . . . , kr−1)) is of the form ēl or ē

(v)
l (resp. ēk

or ē
(v′)
k ), k, l ∈ ZZn and v, v′ = 0, . . . , r − 1. If

d(Il, IIk) <
1

r22r+3

then j ≤ 1
2λt and there is a unique s ∈ ZZn, s = s(t), such that li = ki + s for every

i = 0, . . . , r − 1. Moreover j has a form

j = (n− s)r4 + anr4, a ≥ 0.

As an analogue of the Proposition 5 we obtain

Proposition 9 Let Il, IIk be as in the Proposition 5,

j ≤ 1
2
λt and j ≡ (n− s) (mod 4rn)

for some s ∈ ZZn. Then

d(Il, IIk) = 1 whenever k − l 6= s.

Then using the Propositions 8 and 9 we have

Proposition 10 Let I and II be as in the Proposition 6 and

|C| ≥ r, |D| = |C|+ r, C,D ⊂ ωt+1,

C = ωt+1[pr, pr + |C| − 1], D = ωt+1[qr, qr + |D| − 1].

If

d(I, II) < δ, δ <
1

3r22r+3
,

then there is an unique s ∈ ZZn, s = s(t), such that

j < δr2r+1λt and d(C, D1) < δ

or
rλt − δr2r+1λt < j ≤ rλt and d(C,D1) < δ

where D1 = D[0, |D| − r − 1] = C + s if j ≤ 1
2λtr, and D1 = D[r, |D| − 1] = C + s if

j > 1
2rλt.

Using arguments as in Lemma 3 in [FiKw] and the Proposition 10 we get

Proposition 11 Let I and II be as in the Proposition 7 and C,D satisfy the same
conditions as in the Proposition 10.

If

d(I, II) < δ, δ <
1

3r22r+3
,

there exists an unique s ∈ ZZn, s = s(t), such that either

j < δr2r+1pt and d(C, D1) < δ

or
ptδr2r+1pt < j < pt and d(C, D1) < δ

where
D1 = D[0, |D| − r − 1] + s if j ≤ 1

2
pt

and
D1 = D[r, |D| − 1] + s if j >

1
2
pt.



J. Kwiatkowski & Y. Lacroix 20

3.7 The centralizer of Tϕ (continuation).

In 3.4 we have proved that C(Tϕ) consists of the elements R ◦ σa, where R is a limit of
powers of Tϕ and σa is defined by (4), a ∈ ZZn. Now we are in a position to show that

# C(Tϕ)
wcl{T n

ϕ ;n∈ZZ} =
{

n in the case 3.1,
1 in the case 3.2 .

Lemma 3 If the case 3.1 holds and σa ∈ C1 then a = 0.

Proof. Let us suppose that Tns
ϕ ⇀ σa, a ∈ ZZn. Then Corollary 1 says that ϕ(ns) −→ a

in measure. Let
εs = µ{x ∈ X; ϕ(ns)(x) 6= a}.(63)

We have εs −→ 0. Now for every s find ts such that
ns

pts

<
εs

r
.(64)

To shorten notation we let t := ts + 1, t̄ := ts. Take x ∈ Dt
j . Then using (18) we get

ϕ(ns)(x) = Bt[j + ns]−Bt[j](65)

except of j′s satisfying mt− 1−ns ≤ j ≤ mt− 1, 2mt− 1−ns ≤ j ≤ 2mt− 1, . . . , pt−
1− ns ≤ j ≤ pt − 1. Then (63) and (64) imply

1
pt

#{0 ≤ j ≤ pt − 1, Bt[j + ns]−Bt[j] 6= a} < εs + εs = 2εs.

This means that
d(Bt[0, pt − ns − 1], Bt

−a[ns, pt − 1]) < 2εs.

We can write
Bt = B t̄

r× bt, Bt
−a = B t̄

r× bt
−a.

If εs < 1
6r22r+3 then we apply Proposition 7 to the blocks I = B t̄

r× bt and II = B t̄
r×

bt
−a. As a consequence we obtain

d(bt, bt
−a) < 2εs.

This equality implies (Proposition 2) a = 0. The Lemma is proved.

¿From Lemmas 2 and 3 we obtain

Theorem 2 # C(Tϕ)
wcl{T n

ϕ ,n∈ZZ} = n if the case 3.1 holds.

Now, we examine the case 3.2. It follows from the definition of the blocks b0(i) =
bt
0(i), i = 0, . . . , r − 1, a ∈ ZZn that

b(i)[(n− a)4r, λ− 1] = ba(i)[0, λ− (n− a)4r − 1],(66)

for every i = 0, . . . , r − 1.
Set nt = (n− a)4rpt−1. Then (66) implies

Bt(i)[j + nt]−Bt(i)[j] = a

for j = 0, . . . , pt − nt − 1, and i = 0, . . . , r − 1. (65) and the above imply ϕ(nt)(x) = a

except of a set of measure < r nt

pt
≤ 4r2n

λt
.

Hence ϕ(nt) −→ a in measure which implies that Tnt
ϕ ⇀ σa, a ∈ ZZn. We have

shown that σa ∈ C1 for every a ∈ ZZn and as a consequence of Lemma 2 we get
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Theorem 3 # C(Tϕ)
wcl{T n

ϕ ;n∈ZZ} = 1 if the case 3.2 holds.

Theorem 3′ wcl{Tn
ϕ , n ∈ Z} is uncountable.

Proof. Let g0 =
∑∞

0 utpt−1, ut = wt(rm2r+1) in the case (3.1) and ut = wt(4rn)
in the case (3.2) 0 ≤ ut ≤ rλt − 1 and assume that

∞∑
t=0

min(
wt

r2t
, 1− wt

r2t
) < ∞.

Repeating the same arguments as in Lemma 4 of [GoKwLeLi] we can construct a mea-
surable function f : X −→ G such that

f(Tx)− f(x) = ϕ(Sx)− ϕ(x), for a. e. x ∈ X.

Thus the triple R = (S, f, id) ∈ C(Tϕ). Of course, there is a continuum of g0’s in X
satisfying the above conditions. Hence C(Tϕ) is uncountable. Then Theorem 2 and 3
imply wcl{Tn

ϕ , n ∈ Z} is uncountable.

4 Rank of Tϕ is r.

In this section we use the shift representation (Ωω, Tσ) of (X × ZZn, Tϕ) (see 2.3) and
the definition of rank given in 2.2.

4.1 The frequencies of t-symbols and an estimation of the rank.

Let Fr(E, ω) be the average frequency of a t-symbol E (see 3.5) appearing in ω at natural
positions. Similarly, let Fr(e, ωt) denote the average frequency of a ”small” t-symbol e
appearing in ωt at natural positions. It is easy to get the following equalities;





Fr(Ek, ω) = Fr(ek, ωt) = 1
rn

r−1∑

i=0

(1− 1
2i+2

) =
1
n

[1− 1
r

r−1∑

i=0

1
2i+2

]

and
Fr(E(s)

k , ω) = Fr(e(s)
k , ωt) = 1

rn2s+2 , s = 0, . . . , r − 1, k ∈ ZZn,

(67)

if the case 3.1 holds. In the case 3.2 we have
{

Fr(Ek, ω) = Fr(ek, ωt) = 3
4n ,

F r(E(s)
k , ω) = Fr(e(s)

k , ωt) = 1
4nr , k ∈ ZZn, s = 0, . . . , r − 1.

(68)

Proposition 12 r(Tϕ) ≤ r.

Proof. Consider the blocks

L
(s)
k = L

(s)
k (t) = Bt

r× bt+1
k (s), s = 0, . . . , r − 1, t ≥ 0, k ∈ ZZn.

We have

Ek = L
(0)
k . . . L

(r−1)
k , E

(s)
k = L

(0)
k . . . L

(s−1)
k L

(s)
k+1L

(s+1)
k . . . L

(r−1)
k

for every k ∈ ZZn and s = 0, . . . , r − 1.
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Because the blocks Ek, E
(s)
k cover completely the sequence ω then the blocks L

(0)
k . . . L

(r−1)
k , k ∈

ZZn, also cover ω.
We know that

bt+1(s)[0, λt+1 − knr2r+1] = bt+1
−k (0)[knr2r+1, λt+1 − 1],

k ∈ ZZn, s = 0, . . . , r − 1, if 3.1 holds,

and
bt+1(s)[0, λt+1 − knr4] = bt+1

−k (0)[knr4, λt+1 − 1],

k ∈ ZZn, s = 0, . . . , r − 1, if 3.2 holds.

The last equalities imply that the block L
(s)
0 cover each block L

(s)
k , k ∈ ZZn, except

of a part with the length ≤ n22r+1pt in the case 3.1 and ≤ n24pt in the case 3.2, for
s = 0, . . . , r − 1. Thus the blocks L

(0)
0 , . . . , L

(r−1)
0 cover the sequence ω except of a

part with the density ≤ n22r+1

λt+1
if 3.1 holds and ≤ n24

λt+1
if 3.2 holds. Simultaneously

|L(s)
0 (t)| t→∞−→ ∞. According to the definition of the rank (see 2.2) we have r(Tϕ) ≤ r.

4.2 Special subblocks of ωt.

Fix t ≥ 0. We distinguish special subblocks C of ωt of the form bt
r× C̄, where C̄ is a

strict subblock of one of the following blocks (cf. 3.5)




ekek, eke
(s)
k , e

(s)
k ek+1, k ∈ ZZn, s = 0, . . . , r − 1,

where ek = ek(t + 1), e
(s)
k = e

(s)
k (t + 1),

if the case 3.2 is considered,
(69)

or




ekekekek, ekekeke
(s)
k , ekeke

(s)
k ek+1, eke

(s)
k ek+1ek+1, e

(s)
k ek+1ek+1ek+1,

k ∈ ZZn, s = 0, . . . , r − 1,
if the case 3.1 is considered.

(70)

Notice that blocks (69) are all pairs of ”small” (t+1)-symbols appearing in ωt+1, as
well as the blocks (70) are all possible quadruples of ”small” (t + 1)-symbols appearing
in ωt+1. Let us list the different cases we shall deal with afterwards;

A)C̄ ⊂ bt+1
k0

(i0) for some k0 ∈ ZZn and i0 = 0, . . . , r − 1 (cases 3.1 or 3.2);

B) (the case 3.2) C̄ = bki0
(i0) . . . bkr−1(r− 1) | bl0 . . . bli1

(i1) where b(i) = bt+1(i), i0 >
0, i1 < r − 1.
E := (ki0 . . . kr−1l0 . . . li1) is contained in one of the following blocks;

ēkēk, ēkē
(s)
k , ē

(s)
k ēk+1, k ∈ ZZn, s = 0, . . . , r − 1,(71)

and 2 ≤ |E| < 2r;
B’) (the case 3.1) C̄ =
bki0

(i0)..bkr−1(r − 1) | bu0(0)..bur−1(r − 1) | bv0(0)..bvr−1(r − 1) | bl0(0)..bli1
(i1)

and E = (ki0 . . . kr−1 | u0 . . . ur−1 | v0 . . . vr−1 | l0 . . . li1), 2 ≤ |E| < 4r, i0 > 0, i1 <
r − 1, is contained in one of the blocks

ēkēkēkēk, ēkēkēkē
(s)
k , ēkēkē

(s)
k ēk+1, ēkē

(s)
k ēk+1ēk+1, ē

(s)
k ēk+1ēk+1ēk+1.(72)
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In general we can write
C̄ = C̄1C̄2C̄3(73)

where C̄2 is as in A) or as in B) (the case 3.2) or B’) (the case 3.1),
and {

C̄1 = bt+1
k′ (i0 − 1)[l1r, λ− 1], C̄3 = bt+1

k′′ (i1 + 1)[0, l2r − 1],
0 < l1 ≤ λ− 1, 0 < l2 ≤ λ− 1, λ = λt+1,

(74)

and k′Ek′′ is contained in one of the blocks (71) or (72) respectively (E is defined by
C̄2).

Then we can distinguish the next special kinds of blocks (73) for given δ > 0 :

G1) |C̄1|
|C̄| > δ and |C̄3|

|C̄| > δ,

G2) |C̄1|
|C̄| > δ and |C̄3|

|C̄| ≤ δ,

G3) |C̄1|
|C̄| ≤ δ and |C̄3|

|C̄| > δ,

G4) |C̄1|
|C̄| ≤ δ and |C̄3|

|C̄| ≤ δ.

4.3 r(Tϕ) = r : the case 3.2.

Take 0 < δ2 < 1
r222r+3 .

Proposition 13 Assume that C̄ is as in B) and let d(C, D) < δ2, D ⊂ ωt. Then D has
a form

D = (bt
r× D̄)[j, j + |D| − 1], where D̄ ⊂ ωt+1(75)

and {
D̄ = bt+1

k′
i0

(i0) . . . bt+1
k′

r−1
(r − 1) | bt+1

l′0
(0) . . . bt+1

l′
i1

(i1)bt+1
l′
i1+1

(i1 + 1),

and j < δ2r2r+1λt+1, l′i1+1 ∈ ZZn

(76)

or {
D̄ is as in (76) and
j > rλt+1 − δ2r2r+1λt+1.

(77)

Moreover, there is a unique s0 ∈ ZZn such that

(k′0 . . . k′r−1 | l′0 . . . l′i1) = (k0 . . . kr−1 | l0 . . . li1) + s0

if (76) holds and

(k′1 . . . k′r−1 | l′0 . . . l′i1+1) = (k0 . . . kr−1 | l0 . . . li1) + s0

if (77) holds.

Proof. The Proposition is an easy consequence of the Proposition 10 where t is taken
instead of t + 1 (δ2 < 1

r222r+3 < 1
3r22r+3 ).

Given a block A ⊂ ω or ωt, A = ω[l, l + |A| − 1] we define A(δ) as A(δ) =
ω[l − δ|A|, l + |A| + δ|A| − 1], δ > 0. The next Proposition says that if C is as in G1),

G2), G3), or G4), there is a block C ′ = bt
r× C̃ such that C̃ is as in B) and either C̃

contains C̄ or C̄ is contained in C̃(δ1), where δ1 < δ2r2r+1.
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Proposition 14 Let C = bt
r× C̄ and let C̄ be as in G1), G2), G3) or G4). Assume

that

d(C, ωt[l, l + |C| − 1]) <
δ2

3
.(78)

Then
d(C ′, ωt[l′, l′ + |C ′| − 1]) < δ2

where C ′ = bt
r× C̃, C̃ ⊂ ωt+1 and

g1) C̃ = bt+1
k′ (i0 − 1)C̄2b

t+1
k′′ (i1 + 1), l′ = l − l1r (cf. (73), (74)), if G1) holds,

g2) C̃ = bt+1
k′ (i0 − 1)C̄2, l′ = l − l1r, if G2) holds,

g3) C̃ = C̄2b
t+1
k′′ (i1 + 1), l′ = l, if G3) holds,

g4) C̃ = C̄2, l′ = l, if G4) holds.

Proof. Consider the case G2). Then (11) and (78) imply (C2 = bt
r× C̄2)

d(bt
r× C̄2, ωt[l̄2, l̄2 + |C2| − 1]) < δ2

where l̄2 = l + |bt
r× C̄1|.

It follows from the Proposition 13 that ωt[l̄2, l̄2+ |C2|−1] is of the form (75). Assume
that the case (76) holds. Set

C̃1 = C̄1[0, |C̄1| − j − 1],

D̃1 = ωt+1[
1
λt

(l − j),
1
λt

(l − j) + |C̃1| − 1] (see Figure 3).

Figure 3

bk′
i0

(i0) bk′
ir−1

(r − 1) bl′
i0

(0) bli1
(i1) bl′

i1+1
(i1 + 1)

bk′ (i0 − 1) bki0
(i0) bkr−1 (r − 1) bl0 (r − 1) bki1

(i1) bk′′ (i1 + 1)

ωt+1[
1

λt
(l− j), 1

λt
(l− j) + |C̄| − 1]

D̄1

D̃1 j

C̃1

C̄1 C̄2 C̄3

C̄

. . . . . .

. . . . . .

If follows from the Proposition 8 that

j ≡ (n− s0)r4 (mod 4nr).(79)
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The fragment of ωt+1 from the left side of bt+1
k′0

(i0) having the length λt+1 is of a
form bt+1

u (i0− 1) and either u = k′+ s0 or u = k′+ s0 +1. Assume that u = k′+ s0 +1.
Then the Proposition 9 implies

d(C̃1, D̃1) = 1.(80)

Let D̄1 denote the block ωt+1[ 1
λt

(l − j), 1
λt

(l − j) + |C̄1| − 1] (see Figure 3). Obviously
we have

|C̄1|
|C| d(C̄1, D̄1)

(11),(8)

≤ d(C,ωt[l, l + |C| − 1]) < δ2.

Further

δ2 > |C̄1|
|C̄| d(C̄1, D̄1) > δd(C̄1, D̄1)

(11)

≥ |C̃1|
|C̄1|δd(C̃1, D̃1)

(80)
= |C̄1|−j

|C̄1| δ

= δ(1− j
|C̄1| )

(G2)

≥ δ(1− j
δ|C̄| )

(76)

≥ δ(1− δ2r2r+1λt+1

δ|C̄| ) ≥ δ(1− δr2r+1),
because |C̄| ≥ λt+1.

Thus
1− δr2r+1 < δ

which is in contradiction with the inequality δ2 < 1
r222r+3 . We have shown u−k′ = s0 =

k′0 − k0.
Now, using (79) and the definition of bk′(i0 − 1) and bu(i0 − 1) we obtain C[v] =

ωt[l′ + v] for each v = 0, . . . , |C̄1| − 1, l′ = l − l1r (see (74)). This last equality implies
g2). The proofs of the remaining cases are similar.

Proposition 15 Assume that F = {C1, . . . , Cd}, d ≤ r − 1, is a family of subblocks of
ωt such that

Cj = bt
r× C̄j and each C̄j is as in B).(81)

Let ωt(F) be the maximal subsequence of ωt that can be δ2-covered by the family F in
a disjoint way, δ2 < 1

r222r+3 , and let ω̄t(F) be the complementary part of ωt. Then it is

an union of at least (r − d) blocks bt
r× bt+1(ij), j = 1, . . . , r − d.

Proof. Denote by Fi the set of all blocks C ∈ F such that C̄ δ2-covers a subblock of
ωt+1 containing one of the form

bt+1
1 (i)bt+1(i + 1), i = 0, . . . , r − 2,

and by Fr−1 those C for which C̄ δ2-covers a block containing bt+1(r − 1)bt+1(0). We
show that Fi ∩Fj = ∅ whenever i 6= j. Take C ∈ Fi, D ∈ Fj and let C̄, D̄ be the blocks
defined by (81), C̄ as in B) and

D̄ = bt+1
k′

i′
0

(i′0) . . . bt+1
k′

r−1
(r − 1) | bt+1

l′0
(0) . . . bt+1

l′
i′
1

(i′1).

If (i0 . . . (r − 1) | 0 . . . i1) 6= (i′0 . . . (r − 1) | 0 . . . i′1) then C 6= D.
If (i0 . . . (r − 1) | 0 . . . i1) = (i′0 . . . (r − 1) | 0 . . . i′1) then using the Proposition 13 we
obtain

(ki0 . . . kr−1 | l0 . . . li1) = (k′i0 . . . k′r−1 | l′0 . . . l′i1) + s0

for some s0 ∈ ZZn. The last condition is impossible since i 6= j. The Proposition follows
because #{Fi; 0 ≤ i < r} = r.
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Theorem 4 r(Tϕ) = r.

Proof. According to the Proposition 12 it remains to show that r(Tϕ) > r − 1. Let
δ2

9 < 1
r222r+3 and let A1, . . . , Ax be blocks occurring in ω, |Ai| ≥ pt0 and t0 satisfies

r
λt

< δ2r2r+1, if t ≥ t0, x ≤ r− 1. For each u = 1, . . . , x there exists an unique t = t(u)
such that Au contains at least one t-symbol and does not contain any (t + 1)-symbol.
Then Au has a form

Au = Ẽ1(Bt−1
r× Cu)Ẽ2,(82)

where Cu ⊂ ωt is as in 4.2, |Cu| = qr, q = q(u) ≥ 1, E1 is a right-side part of a t-symbol
and E2 is a left-side part of a t-symbol. We divide the set {t(1), . . . , t(x)} by arithmetic
order. More precisely, we put

τ1 = max{t(1), . . . , t(x)}, T1 = {u; t(u) = τ1}, d1 = #T1.

Next we define

τ2 = max{t(u); u /∈ T1}, T2 = {u; t(u) = τ2}, d2 = #T2.

Similarly we define sets T3, . . . , Tv, numbers τ3, . . . , τv and d3, . . . , dv. We have

τ1 > . . . > τv, d1 + . . . + dv = x.

Let
Ap = {Au; u ∈ Tp}, p = 1, . . . , v.

The families A1, . . . ,Av are pairwise disjoint and ∪v
p=1Ap = {A1, . . . , Ax}.

Consider the family A1. Assume that

A1 = {A1, . . . , Ad1}.

Then
Cu = bt

r× C̄u

and
C̄u ⊂ ωt+1, u ∈ T1, t = τ1.

If d(Au, ω[l̃, l̃ + |Au| − 1]) < δ2

9 then by (11), (8),

d(Bt−1
r× Cu, ω[l, l + mt−1|Cu| − 1]) <

δ2

3
(83)

where l = l̃ + |Ẽ1|.
According to the Proposition 11

d(Cu, ωt[l′, l′ + |Cu| − 1]) <
δ2

3
(84)

for some l′ ∈ ZZ and
|l − ptl

′| < 1
3
δ2r2r+1pt.(85)

We can write
C̄u = C̄u

(1)
C̄u

(2)
C̄u

(3)

according to (73).
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We distinguish among the blocks A1, . . . , Ad1 three types F1,F2,F3, as follows;

Au ∈ F1 if Cu is as in A) or G4),

Au ∈ F2 if Cu is as in G1), G2), or G3),

Au ∈ F3 if Cu is as in B).

Let d11 = #F1, d12 = #F2, d13 = #F3. We have

d11 + d12 + d13 = d1.

Let ω(A1, . . . , Ad1) be a subsequence of ω that is δ2

9 -covered by the blocks A1, . . . , Ad1

in a disjoint way. By ω(Fi), i = 1, 2, 3, we denote the subsequence of ω δ2

9 -covered in a
disjoint way by the families Fi. Of course, ω(A1, . . . , Ad1) ⊂ ω(F1)∪ω(F2)∪ω(F3). De-
noting by ω̄(A1, . . . , Ad1), ω̄(Fi) the complementary parts of ω(A1, . . . , Ad1), ω(Fi), i =
1, 2, 3, respectively, we have

ω̄(A1, . . . , Ad1) ⊃ ω̄(F1) ∩ ω̄(F2) ∩ ω̄(F3).

According to (83),(84),(85) and the Proposition 15 we have that ω̄(F3) is an union of
at least

(r − d13) blocks E(δ1),(86)

where {
E = Bt

r× bt+1(ij), j = 1, . . . , r − d13, and
δ1 ≤ 2δ2r2r+1,

(87)

because of |Ẽ1|
|Au|

(84)

≤ pt

mt+1
= r

λt+1
< 1

2δ1, and |Ẽ2|
|Au| < 1

2δ1.

Consider the family F2. Let Au ∈ F2. If Au
δ2

9 -covers a fragment Iu of ω then (83)
and (84) imply that C̄u

δ2

3 -covers a fragment Iu = Iu(t) of ωt+1 and (85) implies

Iu ⊂ (Bt
r× Iu(t))(δ1).

It follows from the Proposition 14 that there is Aū of a form as in F3 such that C̃ū
δ2

3 -
covers another fragment Iū(t) of ωt+1 such that

Iu(t) ⊂ Iū(t)(δ).

Applying the Proposition 15 to the family {Aū} we obtain that ω̄(F3) ∩ ω̄(F2) is an
union of at least (r − d13 − d12) blocks E(δ2), E is as (87) and δ2 = max(δ, δ1).

Each block E(δ2) ∈ ω̄(F3) ∩ ω̄(F2) is an union of at least (r − d13 − d12) blocks of

the form Bt
r× e

(s)
k , k ∈ ZZn, s ∈ S, #S = r − d13 − d12.

Using the same arguments as before we get that




ω̄(F3) ∩ ω̄(F2) ∩ ω̄(F1) is an union

of at least (r − d13 − d12 − d11) blocks of the form Bt−1
r× e

(s)
k ,

s ∈ S1, #S1 = r − d13 − d12 − d11.

(88)

Denoting P (ω1, ω) the density of a subsequence ω1 in ω and using (69),(86),
(88) we have
P (ω̄(A1, . . . , Ad1), ω) ≥ P (ω̄(F3) ∩ ω̄(F2) ∩ ω̄(F1), ω)
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≥ (1− d13+d12
r )(1− d11

r )( 1
4nr )2(1− δ2)

≥ (1− 1
r )2( 1

4nr )2(1− δ2) ≥ (1− 1
r )2( 1

4nr )2 1
2 .

If T1 6= {1, . . . , x} then we repeat the above reasoning to the subsequence ω̄(F3) ∩
ω̄(F2) ∩ ω̄(F1) and t = τ2, and so on. As a consequence we get

P (ω̄(A1, . . . , Ax), ω) ≥ (1− 1
r
)2r 1

2r
(

1
4nr

)2r.

This implies r(Tϕ) > r − 1. Thus we have shown r(Tϕ) = r.

4.4 r(Tϕ) = r : the case 3.1.

To prove that r(Tϕ) = r in the case 3.1 we can repeat the same arguments an in 4.3.
Similarly as in the Theorem 4 we consider blocks Au, u = 1, . . . , x, x ≤ r − 1, and Au

are as in (82), Cu = bt
r× C̄u but C̄u are as in A), B’) and G1), G2), G3), G4).

As an analogue of the Propositions 13-15 and Theorem 4 we obtain

Proposition 13′ Assume that C is as in B’) and let d(C,D) < δ2, D ⊂ ωt. Then D
has a form (75), and D̄ =
bk′

i0
(i0)..bk′

r−1
(r − 1) | bu′0(0)..bu′

r−1
(r − 1) | b′v0

(0)..bv′
r−1

(r − 1) | bl′0(0)..bl′
i1

(i1),

bk(i) = bt+1
k (i), and j satisfies either (76) or (77).

Proposition 14′ Let C be as in the Proposition 14, C̄ is as in (73) and C̄2 is as in
B’). Then we get g1),g2), g3) or g4).

The proofs of the Propositions 13’ and 14’ are similar to the proofs of the Propositions
13 and 14.

Proposition 15′ Let F = {C1, . . . , Cd}, d ≤ r − 1, Cj = bt
r× C̄, and Cj are as in B’).

Then we have the same thesis as in the Proposition 15.

Proof. Let Fi,k, i = 0, . . . , r − 2, k ∈ ZZn, be the set of all blocks C ∈ F such that

C̄ (C = bt
r× C̄) δ2-covers a subblock of ωt+1 containing one of the form bt+1

k (i)bt+1
k+1(i+

1). By F (1)
r−1,k,F (2)

r−1,k we denote those C ∈ F such that C̄ does so for the pairs bt+1
k (r−

1)bt+1
k (0) or bt+1

k (r − 1)bt+1
k+1(0) respectively.

Using the Propositions 3 and 7 we get that




if C ∈ Fi,k then C̄ δ2-covers (up to δr22r+3λt+1) only those
fragments of ωt+1 containing blocks of the form

(89′) bt+1
r× ēk(i + 1) or bt+1

r× ēk+4(i), if n ≥ 3,
and

(89′′) bt+1
r× ēk(i + 1) if n = 2,

(89)

whenever i = 0, . . . , r − 2, k ∈ ZZn. Using the Propositions 4 and 7 we get that




if C ∈ F (1)
r−1,k then C̄ δ2-covers only those fragments

of ωt+1 containing blocks of the form
(90′) bt+1

k (r − 1)bt+1
k (0) or bt+1

l (r − 1)bt+1
l+1(0),

l satisfies (54),

(90)
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and 



if C ∈ F (2)
r−1,k then C̄ δ2-covers only those fragments

of ωt+1 containing blocks of the form
(91′) bt+1

k (r − 1)bt+1
k+1(0) or bt+1

l (r − 1)bt+1
l (0),

l satisfies (54).

(91)

Now notice that each two blocks bt+1
r× e

(i)
k and bt+1

r× e
(i)
k′ , k′ ∈ ZZn, k 6= k′, ap-

pearing in ωt+1 are separated by at least three blocks of the form
bt+1

r× ek+1. This, (89) and the condition |E| < 4r (see B’)) imply that Fi,k ∩Fi,k′ = ∅,
if k 6= k′, i = 0, . . . , r − 2. Similarly F (1)

r−1,k ∩ F (1)
r−1,k′ = ∅ and F (2)

r−1,k ∩ F (2)
r−1,k′ = ∅, if

k 6= k′.
Further (89) implies that if C ∈ Fi,k ∩ Fi′,k′ then i′ = i + 1, k′ = k + 4 if n ≥ 3

((89’)) and i′ = i, k′ = k if n = 2 ((89”)), i = 0, . . . , r − 2. (90) implies that if
C ∈ F (1)

r−1,k ∩ F (2)
r−1,k′ then k′ = l, l satisfying (54). Combining the above arguments

we get that there is at least rn
2 − d fragments of ωt+1 of the form (89’) and (90) or (91)

that are not covered by the family F . The Proposition follows because rn
2 ≥ r.

Theorem 4′ r(Tϕ) = r.

Proof. We repeat the same reasoning as in the proof of the Theorem 4 using blocks
A1, . . . , Ax of the form (82) with q ≥ 3. We use the Proposition 7 instead of the Propo-
sition 11 and the Propositions 14′ and 15′ instead of the Propositions 14 and 15. The
using (67) instead of (68) we get

P (ω̄(A1, . . . , Ax), ω) ≥ (1− 1
r
)2r 1

2r
(

1
rn2r+1

)2r,

what implies r(Tϕ) > r − 1 and by Proposition 12 we have r(Tϕ) = r.

5 Pairs (r,∞) or (∞,m).

In this part we construct group extensions (X × G,Tϕ) such that r(Tϕ) = r, q(Tϕ) =
∞, 2 ≤ r < ∞ or r(Tϕ) = ∞, q(Tϕ) = m, 1 ≤ m < ∞.

5.1 The case (r,∞).

Take a sequence {st}∞t=0, st+1 = µt+1st, s0 = µ0, µt ≥ 2 for t ≥ 0 and let G be the
group of {st}-adic integers. Let e = 1 + 0s1 + 0p2 + ... The set of all {st}-adic rational
integers of G cöıncides with the set {en, n ∈ Z}, where en = ne. Similarly as in the case
3.1 we define an adding machine (X,B, µ, T ) and a cocycle ϕ : X −→ G. To do this we
define blocks F (0), F (1), ..., F (r−1) (r ≥ 2 is given) over G.
Put

F (i)(t) = F (i) =

r(2i+1−1)︷ ︸︸ ︷
0 . . . 0

r︷ ︸︸ ︷
0 . . . 0e0 . . . 0, i = 0, . . . , r − 1

H(i) = F (i)F
(i)
e . . . F

(i)
(st−1)e.

Then |H(i)| = str2t+1. Next define bt(0), . . . , bt(r − 1) as in 3.1 and
bt = bt(0) . . . bt(r − 1), t ≥ 0.
We have

λt = |bt(i)| = str2r+t+1, i = 0, . . . , r − 1
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and
|bt| = str

22r+t+1.

Then we define the blocks Bt, t ≥ 0 by (14). We have pt = |Bt| = s0 . . . str
2t2r+1(2t+1−

1). Let (X,B, µ, T ) be the {pt}-adic adding machine and define a cocycle ϕ : X −→ G
by (18).

Theorem 5 r(Tϕ) = r and q(Tϕ) = ∞

Proof. Let Πt : G −→ Z/stZ be the natural group homomophism. We can define
cocycles ϕt : X −→ Z/stZ by ϕt = ϕ ◦ Πt. It is evident that ϕt is a r-Toeplitz cocycle
as in 3.1 defined by the blocks Πt(Bk), u ≥ 0. According to Theorems 2 and 4 we
have r(Tϕt) = r and q(Tϕt) = st. It follows from the definitions of ϕ and ϕt that the
dynamical system (X×G,Tϕ) is the inverse limit of the systems (X×Z/stZ, Tϕt

). Then
from the definition of the rank we obtain r(Tϕ) = r. It is proved in Theorem 2 that
σje /∈ wcl{Tn

ϕt
, n ∈ Z} if j = 0, . . . , st− 1, t ≥ 0. This means that σje /∈ wcl{Tn

ϕ , n ∈ Z}
for every j ∈ Z, j 6= 0 which implies q(Tϕ) = ∞.

5.2 The case (∞,m).

First consider the case m ≥ 2. Let rt = 2t+1, t ≥ 0 and define blocks F (i) = F (i)(t)
over G = Z/mZ, i = 0, . . . , rr+1 − 1 as follows:

F (i) =

2i+1rt︷ ︸︸ ︷
0 . . . 0

rt+1︷ ︸︸ ︷
0 . . . 0 1︸︷︷︸

i+1

0 . . . 0,

H(i) = F
(i)
0 F

(i)
1 . . . F

(i)
m−1 i = 0, . . . , rt+1 − 1.

We have |H(i)| = mrt2i+3. Next define bt(0), . . . , bt(rt+1 − 1), bt, Bt by putting

bt(i) =

x︷ ︸︸ ︷
H(i)H(i) . . . H(i), x = 2t+rt+1−i−1

bt = bt(0)bt(1) . . . bt(rt+1 − 1), and

Bt = b0
r0× b1

r1× . . .
ri−1× bt.

Then λt = |bt(i)| = m22t+ρ+2, ρ = rt+1 and pt = mtrt+1, mt = λ0 . . . λt. We define a
cocycle ϕ : X −→ G by

ϕ(x) = Bt[j + 1]− bt[j]

if x ∈ Dt
j except if j = mt − 1, . . . , pt − 1. The cocycle ϕ is constant on the levels Dt

j

except of rt+1 consecutive levels.
In a similar way we construct a cocycle ϕ if m = 1. Take n as in the case 3.2 and

define

F (i)(t) = F (i) =

2rt︷ ︸︸ ︷
0 . . . 0

2rt︷ ︸︸ ︷
0 . . . 0 1︸︷︷︸

i+1

0 . . . 0

H(i) = F
(i)
0 F

(i)
1 . . . F

(i)
n−1, i = 0, 1, . . . , rt+1 − 1.

The next steps of the definition ϕ are the same as in the case m ≥ 2.
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Theorem 6 r(Tϕ) = ∞, q(Tϕ) = m and wcl{Tn
ϕ , n ∈ z} is uncountable.

Proof. For the dynamical system (X × G,Tϕ) we can use the same arguments as
in the parts 3 and 4 taking rt instead of r. The Theorems 2,3 and 3′ are valid. To
estimate the rank of Tϕ we use the shift representations (Ωω, Tσ) of (X ×G,Tϕ) where

ω = b0
r0× b1

r1× . . . . Repeating the proof of the Theorem 4 and 4′ we get r(Tϕ) > rt − 1
for every t ≥ 0. Thus r(Tϕ) = ∞.
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